Pag.1-29

THE LOGIC OF THE T-LAB TOOLS EXPLAINED

by Franco Lancia
(© October 2012)
web: www.tlab.it mail: franco.lancia@tlab.it

It is the theory that decides what can be obser(#&dEinstein)

ABSTRACT

While commenting on the architecture of the T-LA®stem for text analysis, the author addresses
several methodological issues, also maintaining ‘thae’ textual (or content) analysis deals justhw
what precedes and follows any use of statisticabtdy using an intuitive and geometric approdh,
clarifies the processes through which the recigroeitionships between textual units (e.g. words,
sentences, documents, etc.) can be explored amdnatitally analysed by means of the various
software tools. He comments on several works ahraat by qualified researchers and on the
guestions/problems which animate their analysiateffies. The logic of the T-LAB tools they are
using, as well as the conceptual framework withimolw both the ‘building blocks’ and the design of
the software system make sense, are fully explained
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1 — Rethinking ‘textscope’ and its uses

This paper was initially conceived as a revisedsven of The Logic of a Text-scoperhich
was published over the Internet on October 200aft(tils, ten years ago). At that time
‘textscope’ was the neologism | invented to preseRrtAB as an ‘observation
instrument® and to help users better understand its foficom that time forward — and to my

"In the paper quoted above the meaning of such a neologism was explained as follows: “In analogy with other
observation instruments, we could say that T-LAB works like a text-scope: it shows things that can be ‘seen’ only by
someone who is able to interpret them”. Actually it would seem that the neologism | invented has had some
interesting fortune and use over the Web.

2 As a matter of fact, both the ‘logic’ of the software and that of its possible uses are explained in
various documents available for free download (see http://www.tlab.it/en/download.php ), as well as
in a book | published some years ago (Lancia, 2004). Moreover, by making reference to the notions of
isotopy and abductive inference, in another work (Lancia, 2007) | tried to explain the logic of two
interrelated processes which — actually — do not relate to the use of the T-LAB tools only, but rather to
the use of a big ‘family’ of software tools. Such processes refer to: (a) what happens when — within the
vector space model approach - words become numbers and (b) what happens when attempting to interpret the
multi-semiotic texts produced by the software (i.e. outputs like tables and graphs).
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wonderment - thousands of people have downloadeld perhaps, also read this piece of
writing. Meanwhile, both the architecture of theLAB system and that of several tools
integrated in it have undergone relevant changes.aAconsequence, now (i.e. 2012)
much of the information contained in the paper cubtabove would require critical

examination.

So, after more than twelve year of ongoing reseaanld development, | thought that it
would be useful to address some points concernimg conceptual frameworkwithin
which both the design and the architecture of sachroduct make sense. In doing so, |
have also made reference to the literature dealtdp its uses and, as a sort of peer-
review process, | have submitted a draft to a doezelleagues and qualified researchers
for commen}. Some of them suggested that | should have matepaper suitable for a
scientific journal and so not just publish it onetlveb. | will consider such a suggestion
in the future; however, at the moment, | prefer ldepwith scientific issues whilst using
a figurative approach in my writing.

In order to work in this way, before entering irdetails, and taking a moment to focus the
‘external’ architecture of the software, | woulkdito recall that the way the T-LAB sub-mehgsoup
the various analysis tools is just indicative analtt it works like the ‘signs’ which help people evh
visiting a building with several floors and manyiods, each one of them - in this case - can bd us
as a specific ‘laboratory’ (in fact ‘text laborayors the word phrase which ‘T-LAB’ refers to).
However the true way of connecting the uses ofowaritools is — at all times - the path followed by
any researcher, that tis method, which usually is a ‘process’ involvingis theories,his study
subject, andhis reference context (e.g. colleagues, clients etc.).

Actually, unlike that of most similar software, tlieLAB architecture is neithesne-way movingor
algorithm centeredMore specifically,t is not ‘one-way moving’ because the researchellasvad to
choose between several paths of analysis; furthermé not ‘algorithm centered’ because it reles
the assumption that statistical algorithms are jtegils’ for extracting patterns which are already
present in the data structures. Moreover, | muspdmt out that, when text analysis software is
algorithm-centered, its supposed competitive acage(e.g. a specific clustering method or a specifi
topic model approach) is usually also a sorfTodjan horse the implicit theories of which tend to
replace the ‘constructive’ work of the researcher.

Obviously, there is a number of ‘pre-set programinmeshe T-LAB system which can be used for
convenience and which do their job properly; howeahe system has been designed tajbestion-
answer orientedto allow the use of interim outputs as inputsudher analysis, and to make any
customisation ea8ySo, in principle, any result of any analysis gsx should be perceived as being
strictly connected with the user strategy rathanttvith software magic.

In my view, the added ‘scientific’ value of the TAB system resides precisely in the
uniqueness of its architecture, that is to saytmflexibility and in itstransparence In

* | wish to acknowledge the valuable suggestions and feedback received from Sergio Salvatore, Cheryl Schonhardt-Bailey,
Guendalina Graffigna, Heike Kliiver, Lorenzo Montali and Alberto Trobia.

4 See, for example, the distinction between tools for ‘co-occurrence analysis’, tools for ‘thematic analysis’ and tools for
‘comparative analysis’.

> Etymologically, ‘method’ comes from the Greek word ‘methodos’ (‘meta’ + ‘hodos’), meaning ‘to follow a path’.

6 See, for example, how T-LAB allows the user to build, import, export and use various dictionaries and word lists.
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other words, its software architecture should bdaat ‘observed® as an implementation
of the principle that ‘science is about method’., 3o the following pages, | will try to
clarify the ‘logic’ and the rationale of such artécture also by commenting on the
literature dealing with its uses. However, | am asvahat several other scientific issues
would deserve to be carefully discussed: some mgeaeral’ ones, which question any
method for automatic textual analysis (see, for mpgk, the so-called
‘gualitative/quantitative divide’), and some morgpecific’ which lead to the assessment
of the reliability of the various T-LAB tools.

In relation to the ‘general’ issues, here | limityself to arguing that, as lots of
researchers well knowt is not truethat the ‘information’ provided by the T-LAB tools
(or by any similar software) is not relevant withithe so-calledgrounded theory
approach. Equally | argue thétis not truethat the main reason for using software like
T-LAB is that it allows us to automatically proceashuge ‘quantity’ of documents that
otherwise (i.e. by reading and manually coding) Wounot be analysable. Simply put,
this type of software providesew information andnew ways for knowledge discovery,
either by spottingatternsor linkageswithin (and between) texts.

In relation to the more ‘specific’ issues, | woulie to point out that — in research - the
need to assess theliability of any software tool originates fronsubstantive’ matters
concerning the study subject and the data undermexation. In fact, qualified
researchers are usually interested in finding tdBaanswers to theiquestions/problems
and not just in commenting on the software outpdts.this purpose, | would like to refer
to the findings of two recent works which actualdgal with ‘substantive’ issues which
are very different from each other:

1. Cheryl Schonhardt-Bailey (2012) — who is a ReadePolitical Science (London School of
Economics) and is working on a project that ‘seekstter to understand
deliberations on US monetary policy’ over many dides - while trying ‘to assess
the extent to which different automated contentlgsia software yield broadly
similar results’, has compared the resultsAd€este(author: Max Reinejt Dtm-
Vic (author: Ludovic Lebart) and that provided by aLAB tool for thematic
analysis. So, through such a sort of triangulatishe has concluded that ‘We are
more certain thabur results and interpretationsf the oversight hearing in the
House and Senate banking committees are sound’ {ih8. My emphasis).

2. A team coordinated by Professor Sergio Salvatoreiyersity of Salento, Italy) —
which uses automated content analysis as ‘a deVWocepsychotherapy process
research’ -seems to have assessed that, when classifyingseynents of a fixed
length, blind human coders and T-LAB obtain vergngar results; so, by using the
Cohen’s Kappa as inter-coder agreement measureydbearchers argue that the
logic of a T-LAB tool for thematic analysis satisthe ‘Turing-like’ criterion of
validity (Salvatore et al., 2012). It is noteworththat the main aim of such
researchers is to validatéeir method and that they consider the above findings
just a ‘first step’, and the results are considerescouraging but far from
definitive’ (ib., p. 17).

Not by chance, both the above researches referTtdLAB tool (i.e. Thematic Analysis of
Elementary Contexjswhich uses an ‘unsupervised’ method for clustgriextual units,

’See Einstein’s quotation in the epigraph of this paper.

The Logic of the T-LAB Tools Explained (Franco Lancia © October 2012)



Pag.4-29

and such a method (not just the specific algorithsed) is, for complementary reasons,
at the same time ‘powerful’ and ‘weak’. In fact, i$ powerful because it looks for
similarities in a ‘human-like’ way, and — for thisery reason — it is also weak: in fact,
the way data are ‘partitioned’ into groups (i.eustlers) needs the human being as a sort
of referee.

Furthermore, by considering the relevance of thenthtic approach in text analysis, in
section ‘7’ of this paper (see below) I will try ®xplain how various T-LAB tools deal
with such a difficult mattér Now, without discussing the above and in ordeintwoduce
some architectural issues, | would like to recalbther idea of Alan Turing: that of the
so-called ‘universal machine’, i.e. a machine whielthrough software ‘logic’ — is not
‘single-purpose’ and allows the user to manage veifferent tasks. In my opinion, the
best way of ‘imagining’ such a machine is not tanth that it is a ‘one’ all-powerful
device, rather that it can be a virtual architeeturhich allows connecting thleuilding
blocksof any ‘procedure’.

Just to give an exampléitleBits — as stated in its website (sk&p://littlebits.cc) which
the Figure 1 below comes from — ‘is an open souibeary of electronic modules that
snap together with tiny magnets for prototyping gudy’. In fact, each one of the below
little and colored electronic modules has a specifunction (e.g. make lights, make
sounds, be a motor, a sensor, etc.) and the way thasm be assembled (i.e. by tiny
magnets) is very simple, so that people — includkids — can easily build their preferred
device.

SR

Figure 1: ThdittleBits modules

Actually, the T-LAB tools can be considered likdgtleBits’ modules waiting to be
connected to each other by some skilled user wtrijjeng to follow ‘his’ research path.
And, and at the same time, the system architecisiready for new modules to be added,
which could perform specific tasks like lemmatisatiin more languages, new kinds of
statistical analyses, and so on.

2 - Dealing with some architectural issues

In relation to the T-LAB system | can simply saytlpresently it is the result of a sort of
triangulation between three points: (a) the logic of specprocedures (b) the model of
an ‘imaginary’ universal machineand — above all - (c) theeeds of usefsworking in

® For further information on how T-LAB deals with thematic analysis, see Lancia (2012b).
9ActuaIIy, beyond its ‘logic’, the fortune of the T-LAB system resides in the virtuous circle between our
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different fields (e.g. social psychology, marketingsearch, political science, linguistics,
etc.).

Integrated

(b)

Figure 2: The triangulation logic

The first result of the above triangulation is tlogic through which T-LABstoresany
textual information. In fact, being a question-amsworiented system, all relationships
between the user questions (i.e. queries) and theAB answers depend — in the first
instance - on how any text collection has been saged and on how any textual unit
(i.e. word, sentence, paragraph, document) has bredaxed.

Now, in order to make clear the reasons why theaage logic is so important in text

analysis, | would like to introduce a few simpledatabstract’ concepts that should be
helpful. To start with, let’s think:

a) how, for ‘The Rocks Aroma Festival’ in Sidney (Austia), in 2009 the Mona Lisa
wasrecreatedwith 3,604 cups of coffee, each filled with vargimmount of milk;

|gure 3: Mona Lisa made with cups of coffee

team and the users who, largely, are very skilled and competent researchers. For this very reason it is
not easy to decide when a product like T-LAB has reached its ‘maturity’.
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b) how a simple ‘feature vecto!’ (‘x’) used in pattern recognition can lcenceivedas
a piece ofLego.

X = [xl'xz . xn] , X =

L,

Figure 4: The building blocks

Actually, in order to perform any analysis, T-LABepresents and stores any text
collection by means of various ‘pixel-grids’, i.by means of data matrices the rows and
columns of which are ‘feature vectors’ which shdape corpusas it were ‘made with cups
of coffee’. So, by usindMona Lisa(see Figure 3 above) as a metaphor of any telzé tanalysed,
while performing its tasks T-LAB always allows theer toretrieve relevant textual units from the
‘original’ copy of the corpus and, at the same timmeorder toextractrelevant information, it allows
the user to modify the resolution of any ‘pixeldjrand to manage any feature vector like a piece of
Lega Out of the metaphor, the ‘pixel grid’ (i.e. angtd matrix) refers to the reciprocal relationships
between context units and lexical units (see secBb below) and the way they are managed has
relevant effects on any statistical computationswelver T-LAB also provides the user with a sort of
‘automatic pilot’ and — to reassure the readee-ghrformances of such a pilot are usually quitedgo

Now try to think about any ‘textual unit’, i.e. angnalysis unit’ which is relevant to text
analysis (e.g. word, concept, sentence, segmemggpaph, document, etc.), as if it were
an abstract ‘x’ entity; then consider that the TR Architecture has been designed for
enabling you to manage the following basic tasks:

a) Detect any ‘X’ in a standardised way;

b) Make — automatically - any ‘x’ a member efjuivalence classéslabeled as you
wish (e.g. a group of words belonging to the sanemma’ or to the same
‘semantic class’, a group of sentences referringht® same ‘thematic cluster’, a
group of documents referring to the same categdrgustomers, etc.);

c) Represent any ‘x’ (or the equivalence class to whicbelongs) as &eature vector
the numerical values of which refer to phenomenee lipresence/absence’ (e.g.
presence/absence of the ‘x’ word within any sen&ncoccurrence’ (e.g. how
many times the ‘x’ word is repeated within the sadoeument), ‘sequential order’
of words within a sentence and of sentences withiext;

d) Consider each ‘x’ feature vector as a row or a omuof anydata table (i.e.
matrix);

e) Interpret anyquery of yours (i.e. your research question) as a taskctv either
requires to explore theelationshipsbetween any pair of rows or columns, or to
explore the multidimensional relationships withiectangular (i.e.nn x m’) or
square (i.e.n x n’) data tables;

f) Do any analysis (see ‘e’ above) by assuming yountewrt of reference as the

10 . .

A feature vector ‘X’ can be represented as x = (X4, X,, ...Xn), Where each ‘x{’ is a numerical feature of ‘x’.
11 . . . . . .

If ‘A’ is the set of all cars, and ‘R’ is the equivalence relation ‘has the same color as’, then one particular equivalence
class consists of all green cars (see http://en.wikipedia.org/wiki/Equivalence class ).
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whole corpusyou have imported or assub-setof it. Moreover you are allowed to
create and ‘extract’ any sub-corpus including allereentary contexts (i.e.
sentences or paragraphs) which fit your query @eselection of relevant words);

g) Do any analysis (see ‘e/f’ above) either by makang automatic or a customised
selection ofkey wordsto be usetf.

In other words— as stated in the introductory p#Erthe user’s manual (Lancia, 2012a, p.
3) - by using T-LAB you are enabled to manage talsks the following along with many
others:

* measure, explore and map ttweoccurrence relationshigsetween key-terms;

» perform either unsupervised or supervised cluggesirtextual units, i.e. performkattom-up
clusteringwhich highlightsemerging themesr performtop-down classificatiomnvhich uses a set
of predefined categories

» check thdexical units(i.e. words or lemmasgontext unitgi.e. sentences or paragraphs) and
themeswhich aretypical of specifidext subsetge.g. newspaper articles from specific time
periods, interviews with people belonging to theeaategory);

» apply categories fawentiment analysjs

» perform various types aorrespondence analysadcluster analysis

» createsemantic mapthat represerdynamicaspects of the discourse (i.e. sequential relstiips
between words or themes);

» customise and apply various typegaftionariesfor both lexical and content analysis;

» performconcordancesearches;

» create, explore and export numercostingency tableandco-occurrences matrices

Thematic
Analysis

DEVELOP ¢ RPORA
AUTOMETRIS UM ER:

VIAN
WMARKET-
MANUFACTURPE -~

Figure 5: The T-LAB system

2 The fact that T-LAB allows you to select the reference context (see ‘f' above) and the key-word list (see ‘g’ above)
implies that through this type of flexibility you can manage the dimensions of any table to be analysed (see ‘e’ above).
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3 — Metaphors and pixel grids

As researchers well know, in text analysis, chapsiat to choose is still a choice. So, given that i
T-LAB everything depends on how thextual unitsare detected and stored, as well as on which
tables are built and on how they are analysed, heild ask: is it that of ‘text-scope’ a good
metaphor?

According to a colleague of mine (i.e. a psychdbgihis is not the case, and | full agree with .him
fact the T-LAB tools do not ‘mirror’ phenomena, bather ‘construct’ the phenomena in conjunction
(or in spite of) the researcher ‘point of view'.i$lis true for various reasons that | will explagow.

During the preprocessing phasan order to allowco-occurrenceanalysis — at the moment (i.e.
version 8.0) - T-LAB segments any text collectionelementary contextwhich, depending to the
user’s choice, can be of four types: (a) sentenfl®siextual ‘chunks’ (i.e. textual segments) of
comparable length made up of one or more senteXceparagraphs; (d) short texts the length of
which can be up to 2,000 characters (e.g. respamsepen-ended questions, tweets &tcPnce
again during the preprocessing phase T-LAB allokes wiser to work with or withoudutomatic
lemmatization with or without stop-word* detection, with or withoutmulti-word™ detection.
Moreover, even if the software provides automatathds for building, importing and exporting lists
of relevant words, any word list (including thestoord and the multi-word lists) can be customised
in various ways and the selectionrefevant word¥’, as well as thequivalence classeshich each of
them belongs to, can be reviewed at any stageeohtialysis process. That means that, beyond the
‘how to’ logic, the user should be aware that ahgange in his word lists affects the way both
occurrenceand co-occurrencevalues are computed, whereas the way texts ammesggd into
elementary contexts affects the co-occurrence sajug/’.

In any case, when the user starts any analysisiAB +huilds some data tables first, and such tables
containpatternswhich simply need to be ‘extracted’ by statistiafjorithms®. In other words, from
the point of view of ‘constructivist logicthe way textual units became number is more reletvem

the statistical algorithms to be appliednd this is the very reason why, given the saatdetand the
same standard measures, different algorithms peodecy similar results. This means that, when
using software like T-LAB;true’ textual (or content) analysis deals with whmecedes and follows
any use of statistical algorithmSo, as already recalled (Lancia, 2007), reseesahast be aware of
(a) what happens when words become numbers angh@®) happens when attempting to interpret
the multi-semiotic texts (i.e. outputs like tabde®wl graphs) produced by the software.

Actually, no statistical algorithm is ‘per se’ an algorithnorftext analysisIn fact measures like
association indexes (e.g. Cosine, Jaccard, Dice, &d Chi-square test, as well as Markov chains,
clustering methods and any multidimensional analysig. MDS, SVD, Correspondence Analysis,
etc.) are not ‘specific’ to textual analysis. Bigists, ethologists, geologists and physicists bge t

B When the corpus consists of short texts, the default option is ‘d’ (see above), otherwise it is ‘b’. All the details are
explained in the user’s manual.

" Stop words are words considered irrelevant to the analysis. Typically a stop-word list includes prepositions, articles and
other ‘empty’ words.

> A multi-word expression is made up of a sequence of two or more lexemes that stand for only one mining (e.g. ‘Unites
States’, ‘public transportation’, etc.).

' When the corpus consists of two or more subsets, T-LAB allows the user to choose between two methods for selecting
‘relevant’ words: the one uses a chi-square measure, the other the TF-IDF.

7 Text segmentation is also relevant for the ‘Thematic Analysis’ tools; in fact, in the first instance, they refer to co-
occurrence tables.

¥ See sections 5-6-7 of this paper.
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same algorithms too. More to the point: the vegsos whytextual statistics really doesn’t exist
the same reason why ‘school psychology’ really diesist. In other words, just as ‘school’ is reot
psychological construct, equally ‘text’ is not atsttical construct. So, when doing text analysis,
which phenomena are we ‘really’ studying?

At least in its standard use, tregionale which shapes the building blocks of the T-LAB ®oéfers

to linguistics and the linguistic nature of such tools doeswohaern processes like the automatic
lemmatization and the dictionary customization ométher it involves the definition of the analysis
units as well as their reciprocal relationships.ditail, the pieces ofego (see Figure 4 above)
managed by the T-LAB tools and their users arevoftiypes:

a- Context UnitgCU), which are analysis units resulting from tleepuis segmentation. So, for example,
if the corpus analysed consists of a set of newapapticles, the context units can be: the single
articles, the subsets of articles classified byiteron (such as mast-head, year of publicati@pic,
etc.), the single sentences into which every artein be split up (the elementary contexts), etc.;

b- Lexical Units(LU), which are the single words, either used asv‘forms’, or taken back to lemmas
(e.g. ‘working’ > ‘work’), or taken back to semantic classes (e.gonchitis’ > ‘disease’) or to
dictionary categories (e.g. the coding schemes irsgdontent Analysis), or to ‘labels’ (or tagsach
of which is indexed by its context of origin (i@U).

This distinction, which has a theoretical foundatio linguistics and semiology, is of great praatic
importance; in fact, it allows all ‘transformatiornisat are the basis of any statistical analysis.

With regards to the theoretical foundation, it gbesk to the hypothesis initially proposed by F. de
Saussure (1916), and subsequently by several aufbakobson, 1963; Barthes, 1964), according to
whom the relationships between the linguistic eleimean be analysed agntagmatic relationships
and/or agparadigmatic relationships The former regulate the ‘combination’ of lingigselements
within contexts (one ‘near to’ the other: CU), théer deals with the LU ‘selection’ and determines
the possibility of replacing any LU with one thashsomething in common with it (one ‘in place of’
the other: LU).

Syntagm

{combination) -—-—-}[ a I—)| b I—}| c |—>| d |

Paradigm ay b, c
(selection) a; b, c
a, b Cy d

Figure 6: Syntagmatic and paradigmatic relatiorship

The practical relevance of the above distinctiasegr from the fact that the reciprocal relationship
between CUs and LUs can be represented as vecibmnatrices (i.e. tables) whose numerical values
can indicate the instances ofcurrenceand co-occurrence as well as thesequential orderof the
analysis units within texts.

In this paper’s sections below several examplelsmake such ‘logic’ a bit more intuitive; howevaet,
this moment, let’s think in an abstract way andsguay realize that any CU can be represented by
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means of vectors (i.e. profiles) the features biclw can be either CUs or LUs and that the same i
true for any LU. For example, the features of anguiment (CU) can be either elementary contexts
(CUs) or words (LUs), just as the features of amydwcan be either the CUs where it is present and
the other words (LUs) which co-occur with it. Inhet words, as linguists say, all reciprocal
relationships between such analysis units (i.e. @bd LUs) can be regarded esntiguity and
similarity phenomena.

Obviously, the software doesn't know theanings(or contents), but only the signifiéfsthat is

the ‘strings’ and the ‘labels’ that individualisket LUs and the CUs respectively; however, the
relationships between signifiers (that is the symtatic relationships) assume meaningful shapes that
through co-occurrence patterns, proposergextual representation of the meaning

Consequently we could say that, in T-LAB’s logikbe tmeaning of each single word is known only
through its relationships with the contexts, viatough thedistribution of its occurrences (or co-
occurrences) within the Context Units (CU). Equally could say that such a semantic rationale refers
to Greimas’ notions ofcontextual semeandisotopy(iso=same; topos=place), even if the recognition
of any isotopy is not simply the observation of thiwen’ but the result of an interpretative proges
which requires abductive inference (Rastier, 19®7,11-12; Lancia, 2007, p. 25)

Now, let’s consider how various events can affeetabove ‘logic’.

Firstly, as a sort of mental experiment, let’s inn&ghat the above CU and LU refer to any ecosystem
whatsoever and to an animal or vegetal speciegcasply (i.e. CU = ecosystem and LU = species).
So consider that a naturalist had decided to ‘caEh vegetal species with a ‘string’ (i.e. LU)
corresponding to a combination of alphabetic charac(e.g. ‘oak tree’ = ‘ABRGG’; ‘olive tree’ =
‘BCFQT’, and so on) and had ‘segmented’ an ecosysie CUs. Let's also imagine that this
naturalist’s ‘description’ had been transformediatdigital ‘text’ which can be imported through T-
LAB. Does it make sense, ftmis science, to use the statistical tools for co-ommae or occurrence
analysis? The answer is obviously ‘yes’. #bat is a text and what is text analysis afout

Now consider a more ‘realistic’ case. Due to tlexibility of the T-LAB system, any researcher can
easily arrange any ‘pixel grid’ which maps the peacal relationships between LUs and CUs as h/she
wishes, so that both trdimensionsof any pixel (i.e. the values in any ‘ij cell) drthe area under
examination (i.e. the corpus subset) can vary.eikample, let’'s imagine that both the grids beloee(s
Figure 7 and Figure 8) represent the same corpasvasd-by-word matrix, and that the red squares
delimit the areas under examination. Let’s alsogma that the difference in the pixel dimensiondan
so in the pixel-grid ‘resolution’) is due to thectahat in the first case (i.e. Matrix ‘A’) the esrcher
has resorted to the uses of automatic lemmatisatity) whereas in the second case (i.e. Matrix ‘B’)
h/she has applied a coding scheme which - accorinigis theories - grouped words into a few
‘categories’. So, for example, in the first cas&’)'a row of the matrix could be ‘work’ and it wadll
include the occurrences of such a verb only (werk’, ‘working’, ‘worked’, ‘works’), whereas in ta
second case (‘B’) all occurrences of ‘work’ (incing its inflexions) could be recorded in a row bét
matrix labeled as ‘economy’, which would group sevéemmas and their corresponding inflexions
(e.g. ‘business’, ‘economy’, ‘money’, ‘worker’, ‘ig&’, and so on). The question is: can we reasonably
affirm that, in the two different cases, the reskar is studying the same phenomenon and/or the sam
‘text’?

9 According to De Saussure (1916) the ‘sign’ (e.g. a word) is double-faced: it combines the signifier (or acoustic image) and
the signified (or concept).
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Figure 7: Matrix ‘A’ Figure 8: Matrix ‘B’

Further question: when working within our discigjnvhy are we interested in analysing texts? For
example, when a social psychologist who refersh ‘social representation’ approach decides to
analyse some interviews or some ‘free associatiopshean of any T-LAB tool is h/she just interested
in text analysis? If so, probably h/she is doing #rong profession. The same would be true if a
biologist were just interested in looking througmecroscope.

4 - Starting from simple questions

Recently, while reading some published pafeshich report the use of T-LAB, | ‘discovered’ that
from more tharfifteentools — the most used are jéstr’’. The following table summarizes the results
of my exploration. Actually in the same table twrespondence between authors and types of tools
used is not accurate; in fact, following their m®f paths, several authors resorted to the utmolsf
listed in more than one column. So in such caseléd one asterisk to their reference in Table 1.

CO-OCCURRENCE ANALYSIS

COMPARATIVE ANALYSIS

THEMATIC ANALYSIS

1 - Word Associations

1 - Specificity Analysis
2 - Correspondence Analysis

1 -Thematic Analysis
of Elementary Contexts

Capone & Petrillo (2011)*
McNeely & Hopewell (2010)
Perriton (2009)*

Sengers et al. (2010)

De Rosa & Holman (2011)
Grion & Varisco (2007)
Greener (2009)*

Margola et al. (2010)

Gambetti & Graffigna (2010)*
Montali et al. (2011)
Salvatore et al. (2010, 2012)*
Veltri (2012)*

Table 1: The most used T-LAB tools

At this stage, | am not interested in commentinglanreasons why several T-LAB tools result under-
used; rather | would like to outline the ‘logic’ tiie four tools listed in the above Table 1. Fas th
purpose, while making reference to theestions/problemshe users are interested in, as a sort of
‘ascetic’ choice | will renounce including in thext any direct reference to the T-LAB outgtts

To start with, professor lan Greener, who has hestmy T-LAB for many years, while examining the
‘policy documents concerned in broad terms with tinganization of health services in the UK’

%% |n this case | make reference to a few of English paper that | read personally. For more information about the T-LAB
bibliography, see http://www.tlab.it/en/bibliography.php.

2 In T-LAB sub-menus, each column of Table 1 includes five tools.

22 The reader interested in screenshot gallery can explore the on-line help and other links available at http://www.tlab.it/.
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(Greener, 2009), decided to use just two ‘simpeld: the one (a) which detects ‘over- and undedus
words’ within corpus subsets, the other (b) whiokasures and maps the co-occurrence relationships
between key wordd In doing so, he focused on the ‘uses’ of two weyds (i.e. ‘choice’ and
‘responsivenes$’), then he has explored their different ‘associatiavith other words within subsets

of documents belonging to four different time pdaoSo his findings are like ‘Responsiveness ir0198
was about increasing patient choice through stediting patients not as consumers of health cdrg’ (

p. 316), ‘If patient choice was largely absent @Y7, the need for increased responsiveness tapstie
was very apparent’ (ib., p. 317). ‘Responsiveness @&iso very important in 2000... The idea of
responding to the ‘individual’ patient is ubiquig\ib., p. 318).

Being rightly more interested in understanding t®blems’ of the National Health Service (i.e.
NHS) over time than in describing the software $oloé was using, the author didn’t include in his
paper any specific software output (i.e. tables @ratts) obtained by tHgpecificity AnalysiandWord
AssociationsT-LAB tools. However in ‘this’ context it would baseful to recall the logic of two
simple tools just recalled, which — like thigtleBits modules - ‘snap together’ in professor
Greener’s method.

Let's start with theSpecificity AnalysfS tool, which allowsus to check which lexical units (words,
lemmas or categories) argpical or exclusivein a text or a corpus subset defined by any caieajo
variable, as well as to check the ‘typical contexts’ ofleanalysed subset (e.g. the ‘typical’ sentences
used by any specific political leader). In detail:

- the ‘typical’ lexical units defined for over-using or under-using, are detdiy means of the
chi-squareor thetest valuecomputation;

- the ‘typical’ elementary contextare detected by computing and summing the norethlig-
IDF values assigned to the words which each sentenparagraph consists dl.ancia, 2012a,
p.112)

As, in such a case, the real tables analysed ciudim thousands of rows and hundreds of coldhns
in order to be didactic, | will refer to the exampielow (see Table 2), which includes just 10 ‘vgbrd
(i.e. LUs) and theipnccurrenceswithin 4 ‘texts’ (i.e. CUs). Now, let’'s imagineahwhen you ask for
over-used and under-used words in any text, T-LABds a table like the following and moves two
different rulers, the one from left to right (séw tgreen’ ruler below), the other from top to baott
(see the ‘blue’ ruler below); so that — for eaabpst just one cell comes into the focus (see th@ ‘r
box below) and its ‘statistical significance’ cae measured. In order to achieve this, at the mgment
T-LAB allows the user to choose between two diffenr@easures; however a brief explanation of how
the chi-square test is applied should be sufficient

2 A similar two-step method has been used by L. Perriton (2009) while studying corporate discourses of gender.

" He has also included all inflexions and some synonyms of such words.

» Probably the name of such a tool is not intuitive for English people. In fact it derives from a literal translation of the
French phrase ‘analyse des spécificités’.

*® Where columns are the categories of any variable.
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-—=
TEXTA1 TEXT 2 TEXT 3 TEXT 4 Total
VIORD 1 15 12 18 20 65 :
VIORD 2 40 30 3 0 73 How ma_my times
WORD 3 45 20 0 5 70 gword is present
| | woro 4 5 1 20 15 - | (Ny) in the same text.
WORD 5 35 29 3 0 o7 ||
VIORD 6 20 5 n 5 51 :
WORD T 15 6 24 10 5
WORD 8 5 4 30 10 49 I TEXT 3 OTHER TEXTS
WORD & 35 28 3 0 66 I WORD 4 30 24 54 (N))
WORD 10 20 20 3 5 18 \I’ OTHER WORDS 105 439
Total| 235 158 135 70 598 .
(N;) 135 463 598 (N3)
{Ni) {Ni)

Table 2: A contingency table Table 3 — Relevant values for the Chi-square test

The above Table N. 3 shows which ‘values’ are malaied at any stage by applying a simple formula
that you can find in the Glossary section of thettssManual (Lancia, 2012a).

Generally, T-LAB applies this test to ‘2 x 2’ tabjeéhen the threshold value is 3.84 (df = 1; p5pdr
6.64 (df = 1; p. 0.01)So, following the above example (Table 3), the @&lle is equal to 36.94. And,
since its value is greater than the critical vajue. 6.64; df = 1; p. 0.01the null hypothesis (i.e.
absence of meaningful difference) can be rejedtedther words ‘word 4’, when ‘comparing’ the texts
under examination, results to be ‘over-used’ witkext 3'.

Actually in a similar way professor Greener (20p&ked up — within the corpus he was examining -
‘over-used’ words like ‘choice’ and ‘responsiveriess

Now let’s explain something concerning the logi¢legWord Associatioriool. Also in this case | will
refer to an ‘imaginary’ table (see Table 4 belotlg rows of which correspond to ‘words’ (i.e. 1,32,
etc.) and the columns of which correspond to ‘elatiangy contexts’ (i.e. A, B, C, etc.) , while thdlce
values mark either thpresence(i.e. ‘1) or the absence(i.e. ‘0") of any ‘I’ word within any '
elementary context. So, in this case, we are tglalmoutco-occurrences

=
©

A B CDEF G H I |
1 l2loflofalolalalololo |
2 {o|lafofaf|1|afofo]1]o :
3 Joflzfofofzfolofola]1 .
Mmoo i1l oo il o : How many times
|'s Jaf1fofafofafofof1]o]f 1 two words are present
6 lofafajofafajojofalo] in the same contexts.
7 [alofofafafofafofafo] ,
g ofafafofofafa]ofa]1],
9 [ofofofafafalolola|a]
10 |1 |1|o0fof2|o|1]|0of1]o0 \lf
1 [ofa]a]olz]olofol1]1
12 [1]o]of2f2fofala]o]1
130|21]|o0o|2]|o|1|ololo]o \ Word 1
14 ]/0j1/0/1]0]0]1/01]|0 Word 5 Aresent Absent Total
15 [1]o]1]o]ol1|ol1|1]0
6 [0|1]0o]o]ojo|o|1|1]|1 Present | 3 | 2 5
7 (01|00 |1 |1 |0|0|0]0 Absent 1 4 [+
18 [o]ojojojz|z|2|2]o]0
olz|1]olol1]olz]o]1 Total 4 6 10
ol1fofofzfolzfol1]1

20

Table 5 — Relevant values for association measure
Table 4: A co-occurrence table

*’In order to apply MDS (i.e. Multidimensional Scaling) and clustering algorithms the T-LAB tools also ‘build’ square co-
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Now let’'s imagine that any time the user selec@ngle word (e.g. the word corresponding to the
feature vector ‘5’ in the above Table 4), T-LAB nesvfrom the first to the last row of the table
looking for ‘similarities’ (see the bleu ruler inaible 4). As explained in the corresponding sectibn
the User’'s Manual (see Glossary/Association Indgx@she moment T-LAB allows the user to choose
between three of the most popular similarity measu€osine, Jaccard and Dice. In any case, before
applying any of the above measures — and for eaw wair — T-LAB builds cross-tables like the
above Table 5 . Subsequently, by using the correfipg formula&® the similarity between ‘word 5’
and ‘word 1’ can be expressed as follows: Jaccaddb8 ; Dice = 0,67; Cosine = 0.67. So, by using
similar measures, professor Greener (2009, p. BiHe statements like the following: ‘The strongest
co-association witlkshoice(that is, the word most likely to appear withviasindependence

To sum up, the logic of the two simple tools justalled deals witlmeasures concerning similarities
or differences between single ‘vectors’ (i.e. rawsolumns) of matrices (i.e. data tables) the eslof
which correspond to wordccurrences and wordco-occurrences respectively. To be less ‘formal’ -
and by considering each word as a ‘human’ individuan the first case (i.e. occurrences) the
information provided relates to events like how many timesifdaentered the same restaurant (i.e.
same ‘place’); whereas in the second case (i.@ccafrences) theaformationrelates to events like
how many times ‘John’ met ‘George’, ‘Maria’ and ‘&ulph’ (i.e. his ‘friends’).

Actually both the T-LAB tools referred to the aboakow the users to obtain several outputs (i.e.
customisable tables and charts). Among these | jusit mention the possibility of extracting and
visualising in HTML format all elementary contextghere two key-words co-occur (sé&ord
Associations and the ‘typical’ elementary contexts which cltéesise any corpus subset (see
Specificity Analysis

5 — Interlude concerning the geometric logic of maces

Section above made reference to two ‘typical’ neagiwhich represent ‘events’ like word occurrences
(see Table 2 above) and word co-occurrences (seée ¥a above). However, in order to better
understand the logic of the T-LAB tools, | inviteet reader to think in a more general way. More
specifically, | would like to point out that suabols allow the user to build, to explore and tolygse
matrices which represent the entaerpusor anysubsetof it. So, if the corpus is ‘partitioned’ by
means of categorical variables, any category carudmsl for building both occurrence and co-
occurrence matrices. For example, if the documentier examination include tags referring to three
categorical variables, theorpuscan be represented by means of three differeningancy tables
which cross ther’ words by the i’ categories of each variable. Moreover, by ‘exirag a subset of
documents belonging to a variable category (exg>$emale) it is possible to build contingency tables
which cross words and variables categories withan ¢hosercorpus subsete.g. female). Equally,
given that any subset includes a number of ‘eleargrdontexts’, it is possible to build and to asaly
the corresponding co-occurrence tables.

Actually the reasons why the T-LAB tools are gradipeto three sections are related to the ‘type’ of
tables which — in first instance — they refer to.lBe more specific:

- theco-occurrenceanalysis tools deal with matrices like the ond@afle 4 above and its various
transformations (e.g. matrices word-by-word);

occurrence tables word-by-word.
?® See the T-LAB user manual (Lancia, 2012a).
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- thecomparative analysis tools deal with contingency tables (Balgle 2 above) the columns of
which result from an ‘a priori’ or ‘a posteriori’ gptitioning, where the former refer to
categorical variables used to tag the corpus beftsremportation and the latter refer to
categorical variables obtained by thematic analgsis. thematic clusters);

- the thematicanalysis tools deal with both the above typesfat a sort of co-occurrence
analysis is performed for highlighting patterns amthen required, the same patterns can be
transformed into categorical variables.

At this stage | would like to give you an idea bétgeometric transformations allowed by the T-LAB
tools and here | accept that | run tiek of being criticised for lack of ‘precision’. Sdye questionable
picture that | have arranged (see Figure 9 belam} & communicate the following ideas:

- when doing ‘occurrence’ analysis each word (i.eheaw of the corresponding matrix) is a
feature of each corpus subset;

- the relation between ‘occurrence’ and ‘co-occureganalysis can be dynamic;

- ‘patterns’ (e.g. thematic clusters) can be tramséat into variable categories (i.e. corpus

subsets).
G N

i

OCCURRENCES CO-OCCURRENCES PATTERNS

Figure 9: Geometric transformations of matrices

6 — From measures to patterns

To introduce the shift forrmeasuregsee the above section 4)gatterns | make reference in the first
instance to a paper (Gambetti & Graffigna, 2010jcWwhreports on an ‘exploratory and systematic
content analysis’ the aims of which were two:

a- to explore the main dimensions associated veitigagementin marketing and communication
literature (i.e. ‘How is engagement conceived? Whiariables and issues are related to it? Are
there different types of engagement or is it aiaditoncept?’);

b- to identify similarities and differences in thecabulary most often associated with ‘engagement’
in academic peer-reviewed journals and professiooahals.

The path followed by the authors is quite interegsind - as luck would have it — by analysing jalirn

titles and journal abstracts, they used only the fb-LAB tools listed in the above Table 1. To be
more specific, they carried out:
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a Thematic Analysis of Elementary Contegfsthe entire corpus (i.e. all titles and abssact
included in the research) as a result of which faonceptual clusters’ were identified and
interpreted,

a Specificity Analysi®f two sub-corpora (i.e. academic sub-corpus wstepsional sub-corpus)
showing the corresponding over-used and underwseds;

a Word Association Analysisf the above sub-corpora by focusing on key-wdrdked to
‘engagement’;

a Correspondence Analysigf all five corpus sub-sets codified by the aushtm map their
‘thematic’ similarities and differences.

Having explained in the above section the logitnaf tools dealing with ‘simple’ measures, here and
in the section below | will concentrate on the togf two complementary algorithms which look for
patterns viz. the ‘Simple’ (or binary)Correspondence Analysf{€A) and the specific kind dtluster
Analysis(i.e. thebisecting K-meanslgorithm, hereinafter BKM) which constitutes tbere process
implemented in the T-LAB tool namé&thematic Analysis of Elementary Contexts

To start with | would like to point out that thedhsformation’ of Table 6 below into Table 7 can be
obtained either by CR or by Cluster Analysis (including BKR}). However, as we will see, in the
first case the algorithm (i.e. CA) has the taslexifacting new variables (i.e. the factors) whiabrkv

like ‘classification principles’ (Burt, 1940), wheas in the second case (e.g. BKM) the algorithm has
the task of assigning ‘objects’ to groups (i.estdus). So, by considering that — in T-LAB - Table
can be either a document-by-word matrix or contgxtword matrix, in both cases (i.e. CA and BKM)
the result (i.e. the partitioning infmtterns and/orclusters) is quite important.

o
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L¥-
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cloelcla|lo|le|la|la|lala|ls|s|la|la|la|laslsle = |=lm
aolaolala|la|la|la|la|lala|la|as|la|la|a|a|ale =D

Table 6: A co-occunce table Table 7; Table 6 reorderd

Actually, in T-LAB, Correspondence Analysi&CA) is both the name of a specific tdolnd a
visualization technique implemented in several pduces, including that of the thematic tool
mentioned above. In text analysis, CA has beconpelpothanks to the researches carried out by J.P.

* More specifically, by using the object coordinates on the first factorial axis (see also Table 9 below).

** The core process of CA is the Singular Value Decomposition (i.e. SVD) and, as S.M. Savaresi and D.L. Booley (2001) have
shown, when ‘partitioning’ a large sparse matrix, methods which use SVD (e.g. PDDP) and the BKM obtain very similar
results.

31 T_LAB also includes a ‘Multiple Correspondence Analysis’ tool; but this one analyses different tables and its algorithm is
quite different from the ‘simple’ CA.
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Benzecri (1984) and his school, which have proven such a technique is very useful for mapping
the interrelationships between words and, mutuakyween words and categorical variables present
in any text collection. Its elective use is relatedbccurrence analysid? and ‘partitioned’ data (see
variable categories); so — when using T-LAB - ibfeen ‘combined’ with the&pecificity Analysisool
(see, for example: Grion & Varisco, 2007; Margdlalk, 2010). However, as the ‘thematic clusters’
produced by other T-LAB tools are for all practipalrposes ‘categories’ which group textual units,
their reciprocal relationships (as well their redaships to relevant words), being represented in
contingency tables, can be explored by using theegachnique (i.e. CA) too. In fact this is whatswa
done by the researchers mentioned above (Gambé&itaffigna, 2010).

To put it simply, CA is a multidimensional technejthat allows us to represent the relationships
betweenall the ‘feature vectors’ — i.e. all rows and columnsf any matrix with frequency or
presence/absence values. In order to describe thewrks, at least in the first instance, we can put
aside mathematical and statistical notfdnMoreover as the data matrices analysed by tHi#\B-
tool can include several thousand rows by sevenatifed columnslet’s focus on the same table used
for illustrating the ‘logic’ ofSpecificy Analysisool (see Table 2 above and Table 8 below). In, fac
when comparingccurrencesboth tools refer to the same tables and theisssdlowed to display and
export them in various ways.

Here, it is sufficient to recall that the operasamplemented in the CA algorithm allow us to obtai
two kinds of results:

a) to trace the regularities in the data tablésrough a crosscheck of all the profiles (rows
and columns) in the mutual similarity-differencdatmnships, with the result that — through
a series opermutations- the tables can be re-sorted and the informdiienpatterng they
contain is then made ‘readable’. See, for examgiidet8 below, which ‘transformation’ has
been obtained by using just the ‘coordinates’ okscand columns on the CA first factor
‘extract’, which have been properly ordered (seardals in red in Table 9).

(

) -0523 -044a 0,828 0,955 (4)

TEXT 1 TEXT 2 TEXT 3 TEXT 4 Total {-) TEXT 2 TEXT 1 TEXT 4 TEXT 3 Total

WORD 1 15 12 18 20 65 -0,634| WORD 2 30 40 0 3 73
WORD 2 40 30 3 0 73 -0,629| WORD 5 29 35 0 3 67
WORD 3 45 20 0 5 70 -0,627| WORD 9 28 35 0 3 66
WORD 4 5 4 30 15 54 -0,569| WORD 3 20 45 5 0 70
WORD & 35 29 3 0 67 - -0,383| WORD 10 20 20 5 3 48
WORD 6 20 5 21 5 51 0,378| WORD 6 5 20 5 21 51
WORD 7 15 6 24 10 55 0,485 WORD 1 12 15 20 18 65
WORD & 5 4 30 10 49 0,590 WORD 7 6 15 10 2 55
WORD 9 35 28 3 0 66 1,009 WORD 8 5 10 30 49
WORD 10 20 20 3 5 a8 1,031| WORD 4 4 5 15 30 54
Total| 235 158 135 70 508 (+) Total| 158 235 70 135 508

Table 8: A contingency table TaBleTable 8 reorderd

*> Some T-LAB tools allow the user to map — by Correspondence Analysis — also tables including ‘co-occurrence’ values
(e.g. tables the rows and columns which are ‘elementary contexts’ and words respectively).

3 Basically CA requires that the chi-square distance be used for measuring similarities between all rows
and all columns of any ‘A’ contingence table and that to a square matrix, obtained through an
appropriate transformation of ‘A’, be applied a Singular Value Decomposition (SVD). The description of its
algorithms would require several pages and would necessarily include many formulas; therefore | would prefer not to
spend time on these concerns and, to the interested reader, | suggest the following bibliographical references: J.P.
Benzecri (1984), M. J. Greenacre (1984) and L. Lebart, A. Morineau M. Piron (1995).
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b) to reduce the dimensions within which data cand@easentedby means of new variables (the
factors) which correspond to the spatial coordimateprofiles (rows and columns). In this way,
the data initially scattered at random imaimensional space, are plotted within a reduced
space defined by the few factors that, in a stedify significant way, explain their variabilit§:

So the same data in Table 9 (see above) can besesyied by means of a classic two-
dimensional chart (Figure 10) that, as can be sienpherent with the representation of the
profiles (Table 9). In both cases the first fa¢tons out characterised by the prevailing ‘weight’
of two CUs (Text 2, Text 1) and of two LUs (word \Rord _5) on the negative (-) pole,

while on the positive pole (+) two other couplesCals (Text_4, Text 3) and of LUs (word_4,

word_8) prevail.

0,5

« TEXT 4
+ WORD_1
0.4
0,3
0z + WORD_10
WORD_3
01 . 1 WORD_4
« TEXT_2 3
a + + t
WORD_S
* WORD:QTEXTJ « WORD_7
- WORD_2 =
WORD_8
-0,2 = . *
TEXT_3
-0,3 R + WORD_6

04

-0.8 -0,6 -0,4 -0,2 1} 02 04 06 02 1 1.2

Figure 10: Table 8 displayed by CA (N.B.: This & a T-LAB output)

When interpreting the results of a factorial analysve often risk getting lost in a maze of tables
and chart®. In order to avoid this risk, or at least to reeli; reference to some definitions can be
useful. In fact, the factors can be consideredclassification principles(Burt, 1940) - i.e. as
organizers of the relationships between the ddtet put similar things together, distinguish them
from different things and construct kinship betwestegories of things. J.P. Benzecri, one of the
mathematicians that has contributed most to dejirimee CA model, wrote!'Understanding a
factorial axis means finding what is similar, figstll that is to the right of the origin (baryces},

and secondly all that is to the left of it, and nhexpressing concisely and exactly the opposition
between the two extrenigd984, p. 302. My translation).

With this assertion, while describing an interptieta method, the author in effect communicates a
specific idea of factors as organizers of contngstelationships between sets or classes (‘all ih#b

the right and ‘all that’ is to the left of the o, going as far as to say that he shares a nation
factors as classification principles.

3 By definition, the factors ‘extracted’ are n-1, wéén’ is the number of columns in the table.

**In order to interpret the CA results, various measures are used, either concerning the ‘weight’ of each factor (e.g.
Eigenvalues and Inertia), or reporting the coordinates and the contributions (absolute and relative) of each object
(row or column) by each factorial axis, just as their corresponding Test Values. All these measures are provided by
T-LAB in an interactive way.
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In effect, even if the word ‘factor’ suggests a tsof causal relationship between data, the fadtoria
analyses only serve to find an order (i.e. patjeimshe complexity of the data analysed, helping t

reduce the space dimensions in which the data eafresented. But, obviously, the statistical (or
geometric) meaning of the factors is one thing #me models for interpreting them within each

scientific discipline is another. On the other haifidscience did not try to explain the factorsttha

generate some order in the phenomena studieduiovi@ve no reason for existing.

7 — Patterns and ‘themes’

In keeping with my intention to connect the logicamy T-LAB tool with its uses, here | refer to a
paper of G. A. Veltri (2012), the title which i¥iva la Nano-Revolution! A semantic Analysis of the
Spanish National Pressin such a paper the author, by making referetocésocial representation’
studies, addresses three ‘research questionsthitteof which is the following: ‘Which themes are
present in the representation of nanotechnologhenSpanish national press? And complementary to
the previous question: Does the Spanish pressagisph initial emphasis on economic potential
followed by an increasing salience of risks?’ (jb5). The author clearly explains ‘why’ and ‘hoke
used the T-LAB tool nametihematic Analysis of Elementary ConteXise analysed corpus was made
up of 646 articles published — between January 1889Y August 2010 — from three main Spanish
newspapers of different political orientatios:Pais EIl MundoandABC. The thematic clusters that —
in the first instance — professor Veltri focusesana five and their changes over the period of tame
illustrated by the following customised diagram:

VARIABLE < Years >
[ Nanocapp [Wl Empresa [ NanoEvents [] SocioEconimpact [EM NanoNatioPolicy

100 —,
90 —|
80 —
70—
60 —
g
s
£ 50—
o
o
S
& 40—
30 —
20 —
10—
’- I I I | | I I | I
1997 1998 1999 2000 2002 2003 2004 2005 2006 2007 2008 2009
Nanoapp 16.0% 42.9% 47.8% 256% 16.4% 17.0% 21.3% 30.0% 18.3% 243% 27.4% 22.7%
Empresa 8.1% 4.4% 3.2% 7.3% 71% 14.5% 18.0% 20.5% 22.9%
NanoEvents  12.0% 9.5% 30.4% 10.6% 215% 21.1% 21.9% 14.4% 28.0% 32.0% 27.4% 28.8%
SocioEconimpact  72.0% 47.6% 21.7% 52.7% 55.5% 51.4% 44.6% 42.9% 28.6% 5.4% 4.9% 4.9%
NanoNatioPolicy 29% 22% 74% 49% 57% 10.6% 20.2% 19.9% 20.7%

Figure 11: A T-LAB customised output (Veltri, 2042,15)
(Relative weight of thematic clusters in the corpugoss years)
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The reader interested in better understanding Ihismdol for thematic analysis can be used can read
both the Veltri article and the corresponding sectf the T-LAB manual (Lancia, 2012aNow,
without entering into technical details, | woulltdito explain the ‘simple’ logic of the Bi-sectikg
means algorithm (i.e. BKM), which - among othent§ — ends up being a sort of mix of the classic
‘partitioning’ and ‘hierarchical’ methods. To stawith, let’s think that it ‘looks for similaritieslike
theWord Associatioiool (see Figure 12 below, where the table crosksentary contexts by words
and the ‘feature vector’ in red stands for a clustentroid’ whatsoever) and, like tli&rrespondence
Analysistool, it has the task of ‘finding patterns’ (segute 13 below).
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Figure 12: It looks Bimilarities Figure 118finds patterns

In detail the BKM algorithm starts with a singleister ofall ‘objects’ (e.g. ‘feature vectors’ encoding
textual units) and works in the following manneS{einbach, Karypis, & Kumar, 20Q0)

1 — Pick a cluster to split;
2 — Find 2 sub-clusters using the basic K-meararighgn;

3 —Repeastep 2, the bisecting step, for a fixed numbdimoés and take the split that produces
the cluster with the highest overall similarity;

4 —Repeasteps 1, 2 and 3 until the desired number of etass reachefl

The following picture illustrates the ‘logic’ of ¢habove steps.

STEP (1) STEP (2) STEP (3)

Figure 14: How the bisecting K-means works

% Actually the classical implementation of the BKM requires that the ‘desired number of clusters’ is fixed in
advance; whereas T-LAB stores a number of cluster partitions, selects the possible ‘best” solution by using the
'intracluster correlation coefficient' (i.e. between cluster variance / total variance, where ‘total variance’ =
between cluster + within cluster variance) and enables the user to quickly explore other solutions.
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In technical language, all depends on how the #d &’ points (i.e. the centroids) have been picked
up®’, on how they are moved until ‘convergence’, anchow the next cluster to split is selected\s

a matter of fact, by proceeding with consecutivaebiions and by allowing the storage of the various
cluster partitions, such an algorithm can also égarded as the implementation ohiararchical
divisive (or descendingclustering (see Figure 15 below).

ﬁk_

Cmmmmmm e m e ————————————

]

Figure 15: Dendrogram

In T-LAB the BKM algorithm is integrated within twawin tools (i.e. Thematic Analysis of
Elementary Contextand Thematic Document Classificatith which allow the user to explore the
relationships between ‘thematic clusters’, wordsjtext units and categorical variables in a varadty
ways. In fact, each selected partition is a ‘neategorical variable which can be used for building
word-by-category tables; and the relationships betwrows (i.e. words) and columns (i.e. ‘thematic
clusters’) can be measured and explored by meametifods which use the same ‘logic’ of two tools
described above. In fact, the ‘characteristicseath cluster are obtained by the Chi-square sest (
the ‘Specificity Analysis’ tool) and the scatteracts are obtained by the ‘Simple Correspondence
Analysis’ tool. Moreover, when saving a partitidhe corresponding variable categories can be used
in further T-LAB analyses (e.g. Multiple Correspondence Analysis, Word Associatietrs).

Now, let's come back to what | have argued in sectl’ about the limits of any ‘unsupervised’ (i.e.
bottom-up) approach to thematic analysis. To thipgese, firstly and above all, | would like to rewi

the reader that when thinking that ‘themes’ ar¢ flos result of a software procedure we — certainly
are not on the right path. In fact — in text anialys‘themes’ are always the result of an intemdren
process and, for this very reason, any thematidysisarelies on the researcher competencies.
However, sometimes the ‘architecture’ of the sofevsystem can help, that is it can make the most of
the user’s ‘thinking’.

Actually - starting from the 8.0 release (may 2012he T-LAB tool we are talking about, is
surprisinglyflexible in fact, in addition to allowing the user to browas&d check any cluster partition
(see the previous version of the software), naalldws the user to ‘refine’ the chosen partitiono
different way$®, and it allows the user to import/export any theéenalictionary’, which - being an
array of ‘semes’ — enables a combination of thetdso-up’ and ‘top-down’ approaches (see the

* The T-LAB algorithm follows the method outlined by S.M. Savaresi and D.L. Booley (2001).

3 Actually several ‘criterion functions’ can be used that measure various aspects of intra-cluster similarity and inter-
cluster dissimilarity (Zhao & Karypis, 2004).

**In the current literature several studies can be found which analyse the performances of the BKM either in clustering
‘documents’ (e.g. Krishna, Satheesh, Suneel Kumar, 2012) or in clustering ‘text segments’ (e.g. Tagarelli, Karypis, 2008).
** For more explanation, see the corresponding section of the T-LAB User Manual (Lancia, 2012a).
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below Figure 16Y.

T fﬁﬂ@@ ———>

Figure 16: Bottom-up and Top-down approaches

Moreover advanced users who like to ‘constructiiee in a variety of ways can experience how the
Dictionary-Based Classificatiotool allows for the easy application of previoudgveloped ‘coding
schemes’ to obtain top-down classifications of awoyt of textual units (i.e. words, elementary
contexts, documents). Last and not leasMbdeling of Emerging Themésol, which works through

a ‘topic model approach’ and a very sophisticatiggrithm (i.e. a combination dfatent Dirichlet
Allocatior? andGibbs Sampling allows the user to decide both the number afhéstopics and the
‘features’ (i.e. words) which characterise eachtledm; moreover, after having been tested, any
‘constructed’ model can be applied to further asasy

8 - Exploring new perspectives in text analysis

In my opinion, ‘discovering’ requires three attiasd (true)astonishment(true) curiosity and (true)
imagination As the latter (i.e. imagination) deals mostlyhmmhetaphors and with having ‘an eye for
resemblance®®, here | will use some metaphors to defy the widssg opinion according to which —
firstly and above all - ‘text mining* software like T-LAB should be used for analysirmige’
guantities of text documents.

To start with, let’s ‘observe’ T-LAB as a softwasgstem for ‘text playing’, where the ‘resemblarices
concern human activities like ‘playing the piarasid ‘playing with ‘wooden blocks’(see Figure 17
below). Actually both T-LAB tools and the texts lte analysed are strange ‘objects’ to play with; in
fact such ‘objects’ allow researchers to producs keowledge, as well as to write their own texts.(i
reports, journal articles, books, etc.) and —tagtnot least - tonake monepy helping individuals and
organizations to manage their own problems Better doing so, there are people who like to go glon
the same path and people who try new ways foraeatysis, or — rather - people who try to answer
their new ‘questions’ by means of text analysis.

™ The reader interested in such issues can download a working paper (Lancia, 2012b) which is available on the T-LAB
website.
* See D. Blei, A.Y. Ng & M.1. Jordan (2003).
® ‘For the right use of metaphor means an eye for resemblances’ (Aristotle, Poetics, 1459a, 8).
44 . L, .
Actually the ‘text mining’ phrase is a metaphor too.
45 . S, . . . .
For example, ‘text mining’ is a quite good business in marketing research.
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Figure 17: Children’s wooden blodks

In the above pages | have tried to explain theictagf a few T-LAB tools, actually the most quoted

the current literature. However, there are sewatar tools in the software system and lots of ijdess
combinations between them can be easily experiéhdadact, when used by skilled researchers, their
combinations can turn out to be ‘mixed methods’ ‘amded strategies’.

Always looking for ‘resemblances’ - and hoping ttia reader has the gift of self-irony — | woulcel

to remind that a good meal isn’t about having aofdibod. So, once you, the user, have selected hig
quality ingredients (i.e. the judiciously chosextsefor analysis) then T-LAB allows you to becorhe t
chef and actually put attractive food on the tallest choose the more appropriate toolsyfmur
cooking.

Therefore, also to promote a sort of ‘slow foodtext analysis, in this concluding section | wolike

to dedicate a few words to the illustration of aigle of new ‘recipes’ which — actually — have been
created by Italian ‘chefs’, i.e. by Italian groupkresearch which — in my opinion — are making an
interesting andlynamicuse of the T-LAB tools. The first ‘recipe’ can bsund in a book chapter
(Trobia, Frazzica & Milia, 2012) which reports thpplication of a new methodologiaalix designed

for analysing various kinds of data concernfagus groupsin particular: the ‘dynamic’ relationships
between participants (e.g. sociomatrices and soamog), their verbatim transcripts and the categbric
variables which give information about their socsthtus (e.g. sex, profession, etc.). Among other
things, by studying three focus groups, the autharge assembled a corpus including all the ‘tekxtual
and ‘contextual’ data just quoted and — by usingAB — they have performed two kind of analysis:

- a Multiple Correspondence Analysithe ‘active’ variables of which include alscodes
concerning the network analysis (i.e. ego densligues, in-degree and out-degree, etc.);

- a Thematic Analysis of Elementary Contegtgented to exploring the relationships between
‘themes’ and focus groups ‘dynamics’ (e.g. thehlidpes’, just as the in-degree and out-degree of
participants).

The following pictures illustrate some findingstbé above analyses:

* This picture has been downloaded from http://www.ecotoys.com.au .

*"| have to say that - as far | know - T-LAB is not ‘too demanding’ as a software system; in fact lots of young researchers,
who actually are not very skilled in statistics, ‘enjoy’ using it.
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Figure 18 - Factorial space with the dynamic rel&hips between participants
(Trobia, Frazzica & Milia, 2012, p. 373)

VARIABILE < FASE »
[ LAVORO_SVILUPPD [ coM_PoumicA [l RAGIONVOTO  [] PROBLEMI_SUD

100 — f
o —
20—
70—
6l —
50—
40—
-
20—
10—
0- ; | |
1] 12 53

Fercentuale su 100

LAVORO_SVILUPPO 30.2% 22 4% 51%
COM_POLITICA 4.0% TA% 1%
RAGIONI_VOTO M.4% 44 7% 44 5

PROBLEMI_SU'D 54.5% 25 1% 13.3%

Figure 19 - Diachronic development of ‘themes’hwitthe three focus groups
(Trobia, Frazzica & Milia, 2012, p. 376)

Now, by taking one’s cue from the paper just quotedich actually studies th@ynamicrelationship
betweenpeoplewithin specificcontextsi.e. focus groups), and before presenting thersgaecipe’, |
would like to point out that — among other undesdigools — T-LAB includesSequence Analysis
which allows the researcher to study ttgnamic relationships within texts and discourses.
between words, themes, concepts and any ‘labels’.

In other words, such a tool brings into focus ttransitions’ (i.e. what comes before or after axy °
and uses a Markovian approach. However its ‘logi@ery simple.
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X1 X2 | Xz | X3 X5 Xg Tof Xy X3 | X3 | X3 X5 Xg ot
X, | 0 7 (112|129 X, |0.00]0.28(0.24|0.38|0.07 | 0.03 | 1.00
X | 6 24| 5 |10 8 [583] [ [011]000]0.45/0.09]0.19]0.15]1.00
Xs | 9 [ 24| 0| 3|28 |16 |80 xs |0.11]0.30(0.00|0.04|035]0.20 | 1.00
Xy | 3 14 | 35 Xy |0.09]020(014|0.00|{0.17|0.40 | 1.00
Xs | 4 26 |11 0 | 7 |53 Xs |0.08]0.09(049|0.21|0.00]0.13 | 1.00
Xe | 7 18| 5|7 | 0|46 X |0.15/020(0.39|0.11|0.15| 0.00 | 1.00

Table 10: Transitirmalues Table 11: Probabiligjues

Basically it constructs and analyses two asymnatoo-occurrence matrices (like the above Table 10)
whose respective values are the count of how mamgst within any text, each ‘x’ precedes or follows
the other in the linear (sequential) order of thme text. Subsequently, the same values are cedvert
into probability values (i.e. transition probabé#). For example, if ‘24’ is the count of how ngan
times ‘x’ is followed by ‘x3’, the corresponding transition value is ‘0.45e(i24/53; see Table 11
above).

The relationships between the elements considaredpfedecessorand successons constitute a
Markov chain and the appropriate algorithm enahblego map their network links (see Figure 21
below).

N

In-degree /O > Out-degree

/]

Figure 20 - In-degree and Out-degree Figure 21 nAtwork

Such an approach for studying the ‘dynamic’ of digses is popularly known as ‘network text
analysis’ and the way the T-LAB tool is designeldw us to perform simple tasks like studying the
sequential order of words in ‘free association’ andre complex tasks like mapping semantic links
within a speech, an interview or a book. At the reatn T-LAB doesn’t provide network graphs
‘directly’ like the ones in Figure 21; however ltcavs the user to export both tlagljacency matrices
and graphMLfiles which can be easily imported by software likcinetandyEd thelatter of which is
available for free download.

More specifically, this T-LAB tool allows a Markaam analysis of three kinds of sequences:

a) Sequences of ‘Key-Words', the items of which lasgcal units (i.e. words, lemmas, semantic
class etc.) present in the corpus or in a subsét of
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b) Sequences of ‘Themes’, the items of which antest units (i.e. elementary contexts) tagged by
a T-LAB tool for thematic analysis (i.&hematic Analysis of Elementary Contekigtionary-
Based Classificatioror Modeling of Emerging ThemesSince the sequence of elementary
contexts (sentences or paragraphs) characterisesntite ‘chain’ (predecessors and successors)
of the corpus, in this case T-LAB performs a speddrm of Discourse

c) Sequences recorded in a ‘Sequence.dat’ file mpdsy the user.

Having said the above, let's have a look at theosécrecipe’, which — actually — deals with the
psychotherapy procesgSalvatore et al.,, 2010). Without entering intoe thiheoretical and
methodological issues widely discussed by the astHowould like to focus on how — within their
‘DFA’ model (i.e. ‘Discourse Flow Analysis’) - the usesome T-LAB tools in this instance makes
sense.

Actually, by looking at the psychotherapy processa ‘intersubjective dynamic of meaning-making’,
the authors are not just interested in exploring sekmantic (or thematic) ‘contents’ of the patient-
therapist’s verbal exchanges, but rather they rierdsted in mapping the ways such ‘contents’ are
combined ‘one after the other throughout the flofvdiscourse, i.e. the way they are associated for
adiacencywithin a ‘time-dependent structure’. More spedaflg, by focusing on the alternation of
‘decontructive’ and ‘costructive’ phases, they stulle transcripts of a 15-session ‘good outcome
course of psychotherapy from the York Psychotheiapgression Project’. The T-LAB analyses they
report on are two:

- aThematic Analysis of Elementary Contextsed’ for obtaining 23 (twenty-three) clusteracke
of which corresponding to a specific ‘content’ (¢fgeling/expression of impotence’; ‘desire to

indulge own selfishness’, etc.);
- aSequence Analystf the above thematic contents considered as siade network.

Table 12 below reports some descriptive statistidhe first analysis.

TABLE 4 Descriptive Statistics of the Textual Corpus Under Analysis

Descriptive Parameters Amount

Sessions 15

Number of Elementary Context Units (ECLU) 1790

Average number of Elementary Context Units 119.33
(ECU) per session

Number of occurrences in the text (Token) 113488

Number of lemmas in the text (Type) 2541

Token/Type ratio 44.66

Number of lemmas in analysis 494

Frequency threshold for selecting the lemma for 8
analysis

Number of lemmas over the threshold but 36
omitted because lacking semantic value

Number of clusters produced by cluster analysis 23
(Substep 1.3)

Number of ECUs classified by the cluster analysis 1789

Between cluster variance/total variance 0.361

Table 12: Descriptive statisti¢Salvatore et al., 2010, p. 207).

Below is a graph which depicts the way seven ofribdes’ (i.e., N, N, etc.) interact within the first
session of the psychotherapy studied.

The Logic of the T-LAB Tools Explained (Franco Lancia © October 2012)



Pag. 27 - 29

Figure 22: Discourse network of the Lisa psychatpgis first session (Salvatore et al., 2010, p)204

In my opinion the fact that both sociologists (elgobia, Frazzica & Milia, 2012) and psychologists
(e.g. Salvatore et al., 2010) are using T-LAB nust jfor exploring the texdtructure but also the text
dynamicds a good omen indeed.

To conclude | would like to recall that T-LAB issal used by lots of professionals working in private
and public organizations around the world. As,h& moment, their reports are neither published in
journal articles nor in book chapters, | haven'¢ibeable to make reference to them; however, ba&ing i
contact with many such users, | know that they als® their imagination to play with the ‘textscqpe’
and are also able to transform any analysis inteffective product for their customers.
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